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1. Introduction

Real-time, robust HPE algorithms are very important and an active research topic in computer vision as [1,2]. Knowing human’s head poses can provide important cues concerning visual focus of attention and analyzing human’s behavior. Also, head pose is crucial to applications like video surveillance, intelligent environments, human machine interfaces and affection recognition [3–6]. Due to its practical significance and challenges, there is a fair amount of work developed fast and reliable algorithms for head pose estimation. However, most of the work has reported good results in constrained environment, the performance could be decreased due to the high variations in unconstrained environment, such as, facial appearance, poses, illumination, occlusion, expression and make-up.

Hence, a Dirichlet-tree distribution enhanced Random Forests approach (D-RF) is proposed in this paper to estimate head pose efficiently and robustly in unconstrained environment.

Based on different features, several methods for the problem can be briefly divided into two categories, facial geometric feature and facial texture feature based methods. The methods based on facial geometric features usually require high image resolution for facial feature identification, such as eyes, eyebrows nose or lips [7–9]. These methods can provide accurate estimation results relying on accurate detection of facial feature points and high quality images. Other based on facial texture approaches usually use texture feature from an entire face to estimate head pose [10–13]. It may be good for dealing with low resolution image but not robust to occlusion. In the real life scene, the various illumination, occlusion, low image resolution and wide scene make the head pose estimation difficult. In order to estimate head pose in unconstrained environment, we address the problem based on combined geometric and texture features.

More recently, classification and regression are very popular methods for head pose estimation on low resolution images such as neural networks (NN) [14], support vector machines (SVM) [15,16], nearest prototype matching [7] or random forests [17,10,8,18]. Gourier et al. [14] used an auto-associative network to learn the mapping for...
head pose estimation on low resolution images. A simple winner-
takes-all process was applied to select the head pose which prototype
gives the best match in NN. They achieved a precision of 10.3 degrees
in the yaw angle and 15.9° in the pitch angle only on the Pointing’04
database [9], Orozco et al. [16] trained a multi-class Support Vector
Machine for pose classification in crowded scenes. The distance features
of each pixel of a head to the mean appearance templates of head
images at different poses have been proposed to train a multi-class
SVM for head pose classification. The performance on crowd public
space and low resolution videos reached 80% accurate rate in 4 head
poses classification. In [7], Wu and Trivedi proposed a two stage
framework for continuous head pose estimation based on a finer
geometrical structure. In the first stage, coarse head poses were
classified by nearest prototype matching method, and refined head
poses were estimated with a complex geometrical structure in second
stage. The total accuracy was 75.4% in yaw and pitch angles. Recently,
multi-class random forests become a very popular method in the field
owing to their capability to handle large training datasets, their high
generalization power and speed, and the relative ease of imple-
mentation.

Random forests are a family of ensemble classifiers introduced by
Breiman in 2001 [19], which can be used either for multi-class
classification [17,10,13], regression [8,11], or even both at the same
time [12,18]. Fanelli et al. [18] proposed regression random forests
for real-time head pose estimation from depth cameras. They reached
89% accurate rate with head and nose tip successful localization in
high quality depth images. Some works [8,20] showed the power of
RF in mapping image features to votes in a generalized Hough space
[21] or to real-valued functions. Random forests have been combined
with the concept of Hough transform for object detection and action
recognition. These methods use two objective functions for optimiz-
ing the classification and the Hough voting properties of the random
forests. Huang et al. [13] proposed Gabor feature based multi-class
random forest method for head pose estimation. In order to enhance
the discriminative power, they employed LDA technique for node
tests. The successful accuracy reached 89% in public high resolution
databases. Dantone et al. [12] proposed conditional random forests to
estimate head pose under various conditions only in the horizontal
direction. They used prior knowledge of some global variable to
constrain output. In this case the global variable was the orientation
of the head, divided into 5 classes. The accuracy rate reached 72.3%
with five head pose classes in the wild database. Hence, head pose
estimation in the wild and unconstrained environment is still a
challenge and a significant problem.

To improve the accuracy and efficiency in the wild and uncon-
strained environment, a Dirichlet-tree distribution algorithm is
introduced into random forest framework to estimate head pose in
this paper. The idea of the paper is to use prior knowledge of some
global variable to constrain output based Dirichlet-tree distribution.
The Dirichlet-tree distribution was proposed by Minka [22]. It is
the distribution over leaf probabilities that result from the prior on
branch probabilities. Minka proved the high accuracy and efficiency
of the distribution. Some researchers use a Dirichlet-tree distribution
in multi-objects tracking [23] facial feature detection [24] and
affective computing [25]. In this work, D-RF is proposed to estimate
head poses in a coarse to fine way in various and unconstrained
environment.

This paper is an extension of a paper presented at conference
[10]. The main and different contributions from the conference
paper are as follows. First, in order to improve classification, more
powerful combined texture and geometric features (i.e., Gabor
feature-based PCA, Sobel, LBPH and two geometric features) from
positive facial patches are extracted to estimate head pose with
D-RF, instead of only the texture features (Gabor feature-based
PCA and gray values) used in the ICPRAM paper. Second, in the
previous ICPRAM paper, single probabilistic model has been
learned in leaves of the D-RF and a GMM method was used to
vote the leaves. In this paper, multiple probabilistic models (i.e.,
head pose angles and two geometric offset vectors) have been
learned in leaves of the new D-RF, and a composite weighted
voting method that is composited of the classification and regres-
sion voting measures is introduced into probabilities voting to
improve the discrimination capability of the approach. Third, an
additive confidence parameter pf in the composite weighted
voting method has been used to control the number of positive
patches through geometric offset vectors stored at leaves, which
may be used to eliminate the influence due to face deformation and
wide range head poses. Finally, more detailed experiments have
been done on three standard databases and our low resolution
database collected from an overhead camera in a classroom, the
average accuracy rate reaches 76.2% with 25 classes in standard
databases and 80.5% with 15 classes in our collected low resolution
database, respectively.

2. D-RF for head pose estimation

The flowchart of the proposed approach is given in Fig. 1. In the
first stage, facial patches are extracted and classified to positive/ negative patches from detected facial areas, and combined texture
and geometric features from positive facial patches have been
extracted. In the second stage, a more accurate D-RF approach
with combined texture and geometric features is proposed based
our previous work to estimate head pose in the horizontal and vertical directions. The proposed D-RF consists of four layers. D-L1
and D-L2 are two layers in the horizontal direction, D-L1 repre-
sents coarse classification while D-L2 is refined classification.
In D-L2, the yaw angle has been estimated based on the classified
result of D-L1. D-L3 and D-L4 are two layers in the vertical direc-
tion, D-L3 represents horizontal refined classification and vertical
coarse classification, while D-L4 represents final refined classifica-
tion in two freedom head poses. In each leaf of the D-RF, there
are multiple probabilistic models including patch class probability,
head poses and two geometric offset vectors. A composite
weighted voting method is used to obtain final head pose para-
meter based multiple probabilistic models in leaves. Finally, the
final head pose angles have been obtained in the D-L4 layer of D-
RF. Details are given in the following.

2.1. Positive facial patch extraction

A facial area is first detected by Adaboost with Haar-like feature
[26], which may include some noise for head pose estimation,
such as hair, neck and occlusion. In order to eliminate noise, the
facial area is segmented into foreground and background areas.
The foreground areas include positive patches and negative
patches, where the positive patches contribute to estimate head
pose while the negative patches including occlusion or noise may
introduce errors for the task.

To segment the background, the detected facial area which is
normalized as 125×125 pixels is divided into 6×6 non-overlapping
squares, and histogram distributions of the squares are computed
as shown in Fig. 2. We analyze the uniformity of histogram
distributions of the patches and segment most of the background
patches.

200 patches are randomly extracted from the rest of facial area
with background removed, which include positive and negative
facial patches. The positive and negative patches are classified
using RF [17,19]. In order to model the random tree, positive facial
patches are labeled as 1 and the negative facial patches are labeled
as 0. A tree T grows up based on Gabor features and histogram of
the labeled patches. The training and testing are similar to RF
2.2.1. General idea of the D-RF

used to estimate head pose using D-RF. The algorithm diagram is shown in Fig. 3. Only the positive patch is used to estimate head pose using D-RF.

2.2.2. Combined texture and geometric features

D-RF is given as below. Therefore, D-RF can perform with high accuracy and efficiency. The training and testing of the proposed D-RF is given as below.

2.2.2.1. General idea of the D-RF

The Dirichlet-tree is the distribution over leaf probabilities \([p_1 \ldots p_i]\) that results from this prior node probabilities \([a_1, a_2, a_3]\) on branch probabilities \(b_{ki}\) [22], where \(i\) is the number of a leaf, \(k\) is the number of a prior node, \(j\) is the layer of a branch as shown in Fig. 4(a). RF is an ensemble approach in which several tree predictors are combined together to obtain high performance for classification or regression (see Fig. 4(b)). Each tree in the forest is independently generated with random samples selected from the whole data set.

As shown in Fig. 4(c), D-RF arranges random trees of RF as the Dirichlet-tree structure, where each node \(x_i\) is a sub-forest of the D-RF. Each tree in a sub-forest has been generated with selected samples in Dirichlet distribution. It is noted that the sub-forest is only related to his prior node. Hence, the D-RF only computes the final probabilities under its prior cascaded sub-forests instead of all trees in the forest. Therefore, D-RF can perform with high accuracy and efficiency. The training and testing of the proposed D-RF is given as below.

2.2.2.2. Combined texture and geometric features

In this paper, unlike texture features in the ICPRAM [10], more powerful combined texture and geometric features are proposed to estimate head pose from positive facial patches. Texture feature is obtained based on multiple texture descriptions, i.e., Gabor feature-based PCA, LBPH, Sobel descriptor and gray values from positive patches. \(F_i = \{f_i^1, f_i^2, f_i^3, f_i^4\}\) represent the extracted texture feature channels. \(f_i^1\) contains Gabor feature-based PCA at five angles and seven scales with dimension as \(30 \times 35\), \(f_i^2\) represents Sobel edge descriptor at the horizontal and vertical directions with dimension as \(30 \times 30\times 2\), \(f_i^3\) is the LBPH descriptor with dimension as \(30 \times 30\), and \(f_i^4\) is the raw gray values of the patch (see Fig. 5).

\[D_i = \{d_i^1, d_i^2\}\] is the geometric feature set. The components \(d_i^1, d_i^2\) represent two offset vectors from the patch centroid to the tip of the nose and to the face centroid, where \(d_i^1\) denotes the 2 dimension displacement vector from the centroid of the facial patch \(P_i\) to the tip of the nose point \(N_i\) and \(d_i^2\) denotes the displacement vector from the \(P_i\) and the facial centroid point \(F\) (see Fig. 6).

\[d_i^1 = \|P_i - N_i\|_2, \quad d_i^2 = \|P_i - F\|_2\] \hspace{1cm} (1)

2.2.2.3. Training of the D-RF

Each tree \(T\) in the D-RF \(T = \{T_i\}\) is built and selected from a different set of the training images. From each image, we extract a set of combined features from positive facial patches \(P_i = \{F_i, D_i, C_i[k_i]\}\). \(F_i\) and \(D_i\) are texture and geometric features described as in Section 2.2.2 Only \(k_i = 1\) represents the positive facial patch that can be used to estimate head pose. \(C_i\) contains the annotated head pose parameter in different layers of the D-RF. In our case, we denote \(C_i = \{c_i, (c_i^1[c_i^1]), (c_i^1[c_i^2[c_i^2]], (c_i^1[c_i^2[c_i^3[c_i^3]], C_{123})\}\). where \(c_i^1\) are 3 yaw rotation angles in the first layer of the Dirichlet-tree distribution, \(c_i^2[c_i^3]\) are 5 yaw angles refined from in the second layer, \(c_i^1[c_i^2]\) are 15 pitch angles under condition of each yaw angle \(c_i^2\) in the third layer, \(c_i^1, c_i^2, c_i^3\) are 25 refined angles based on the above annotated angles at leaves of the Dirichlet-tree in the fourth layer. \(C_{123}\) are the offset vectors from the facial patch centroid to the location of the end of the nose and to the face centroid.

We define a patch comparison feature as our binary tests \(q\), similar to [12,18]

\[q = |R_1|^{-1} \sum_{j \in R_1} f^j(n) - |R_2|^{-1} \sum_{j \in R_2} f^j(n)\] \hspace{1cm} (2)

where \(R_1\) and \(R_2\) are two random rectangles within the patches, \(f^j(n)\) is the texture feature channel \(n = \{1, 2, \ldots\}\) is the pixel within the rectangles.
where $\phi \in \mathbb{R}^{12}$ is the patch comparison feature (Eq.(2)) and $S$ is the number of trees in the sub-forest $F_i$. We simplify the distribution over the leaf models by a multivariate Gaussian as in

$$P(c_i^n, D_i|a_j) = \mathcal{N}(c_i^n|a_j; \mu_i^n|a_j, \Sigma_i^n|a_j) \mathcal{N}(D_i|a_j; \mu_i|a_j, \Sigma_i|a_j)$$

where $\mu_i^n|a_j$ and $\Sigma_i^n|a_j$ are the mean and covariance matrix of the head pose probabilities of the sub-forest $a_j$ of the $m$-th layer in the D-RF, $D_i|a_j$, $\Sigma_i|a_j$ are the mean and covariance matrix of the offset of the tip of the nose and the facial centroid.

While Eq. (6) only models the probability for a positive patch $P_i$ ending in leaves of a single tree, the probability of the sub-forest $a_j$ is obtained by averaging over the trees in it,

$$P(c_i^n, D_i|a_j) = \frac{1}{T_i} \sum_{j=1}^{T_i} P(c_i^n, D_i|a_j, P_i)$$

where $T_i$ is the number of trees in the sub-forest $a_j$, $l_i, a_j$ is the corresponding leaf for patch $P$ in the $t$-th tree of the sub-forest $a_j$.

2.2.4. Testing of the D-RF

During testing, $k_i$ and $a_j$ are first estimated, then voting model with the estimated state is used. Details on the testing in each layer are given in the following sections.

At each node of a tree, the patches are evaluated according to the stored binary test and passed either to the right or left child until a leaf node is reached. Each patch $P_i$ ends in a set of leaves $L$ of the relative sub-forests of D-RF instead of all leaves of the D-RF. In each leaf $l_k$ of the sub-forest $a_j$, there are multiple probabilities $p(c_i^n, D_i|l_k)$. We simplify the distribution over the leaf models by a multivariate Gaussian as in

$$p(c_i^n, D_i|l_k) = \mathcal{N}(c_i^n|l_k; \mu_i^n|l_k, \Sigma_i^n|l_k) \mathcal{N}(D_i|l_k; \mu_i|l_k, \Sigma_i|l_k)$$

where $\mu_i^n|l_k$ and $\Sigma_i^n|l_k$ are the mean and covariance matrix of the head pose probabilities of the sub-forest $a_j$ of the $m$-th layer in the D-RF, $D_i|l_k$, $\Sigma_i|l_k$ are the mean and covariance matrix of the offset of the tip of the nose and the facial centroid.

While Eq. (6) only models the probability for a positive patch $P_i$ ending in leaves of a single tree, the probability of the sub-forest $a_j$ is obtained by averaging over the trees in it,

$$P(c_i^n, D_i|a_j) = \frac{1}{T_i} \sum_{j=1}^{T_i} P(c_i^n, D_i|a_j, P_i)$$

where $T_i$ is the number of trees in the sub-forest $a_j$, $l_i, a_j$ is the corresponding leaf for patch $P$ in the $t$-th tree of the sub-forest $a_j$.

2.2.5. Sub-forest prediction in the D-RF

An adaptive Gaussian mixture model (GMM) is used to predict sub-forests in the next layer, similar to [10]. The D-RF allows to make kinds of predictions in different nodes of each layer at testing.
Fig. 7. Head pose estimation in the horizontal and vertical directions. Classification m-n represents the head pose classifiers in the n-th node and m-th layer of the D-RF.

Fig. 8. Examples of images from three standard databases, Pointing’04 database (the first row), LFW database (the second row), and our lab database from a near camera (the third row).
The obvious one is regarding the most probable class label given a new data set, i.e., a sub-forest in the new layer.

After the probability of the current sub-forest \( \alpha_j \) has been obtained, the new sub-forest \( \alpha_j+1 \) should be selected based on class decision function \( C(\alpha_j+1) \).

\[
C(\alpha_j+1) = \arg \max_{\alpha_j} p(c_i^m, D_i|\alpha_j, P)
\]

(8)

The GMM can adaptively select trees from the sub-forest \( \alpha_j+1 \) in the new layer node. To this end

\[
p(C_i|\alpha_j+1, P) = \frac{1}{K} \sum_{k=1}^{K} \sum_{\ell=1}^{k} p(C_i|l_\ell, a_j+1(P))
\]

(9)

where \( l_\ell, a_j+1 \) is the corresponding leaf for patch \( P \) in the predicted sub-forest of the next layer. The discrete value \( k \) is the number of trees in the predicted sub-forest.

When the patches are passed the sub-forest in the last layer of the D-RF, the head pose angles are then computed by performing a composite weighted voting method.

### 2.2.6. A composite weighted voting method

Different from a single voting measure in [10], a weighted composition of regression and classification voting measures are used in this paper. In order to eliminate imbalance of samples in a set, we first store the weight \( w_i = P_i/P \) that is defined as the ratio of the number of samples \( P_i \) in each subset and the total number of samples \( P \) in each single tree of the D-RF.

Additionally, geometric offsets stored at leaves can be used to eliminate the influence due to face deformation and large rotation poses. To integrate the votes coming from different patches, we accumulate them based on an additive confidence parameter \( pf \).

\[
pf \propto \exp \left( -\frac{|d_1|}{\gamma} \right)
\]

(10)

The constant \( \gamma \) is used to control the steepness of this function. A positive patch with a high confidence \( pf \) is only allowed to vote for head pose estimation.

If votes for the head pose \( c_i^m \) is in the patch location \( y_i \), then we set the composite weighted voting model to be given as

\[
V(c_i^m) \propto K((w_iV(x, y) - (y_i + w_iV(x, y))) / h_j)
\]

(11)

where \( V(x, y) = \sum_i p(D_i|), w_iV(x, y) \) is the mean of the geometric offset probabilities in the tree \( T \). A Gaussian Kernel \( K \) and the bandwidth parameter \( h_j \) are given by Gaussian filter. Finally, regression voting can obtain good results evaluating on sparse patches rather than all patches. The final head pose parameter and nose location are obtained by mean-shift in \( V(x, y) \).

### 2.3. D-RF for head pose estimation in the horizontal and vertical directions

In order to obtain robust head pose estimation in the horizontal and vertical directions in unconstrained environment, D-RF is trained as described in Section 2.2.3. Since it is difficult to obtain continuous ground truth head pose data from 2D images, we annotate rotation angles as three coarse classes, i.e., “−90°, 0°, 90°” and five refined classes, i.e., “[−90°, −45°, 0°, 45°, 90°]” in different layers of the D-RF. We store the multivariate adaptive Gaussian distribution in the leaf as defined in Eqs. (7) and (11). Fig. 7 shows the framework of head pose estimation using D-RF in the horizontal and vertical directions, where Yaw and Pitch mean the
estimation results respectively in the horizontal and vertical directions. D-L1 and D-L2 are two layers in the horizontal direction in D-RF, while D-L3 and D-L4 are two layers in the vertical direction in D-RF. Then, five yaw angles can be estimated in the D-L2 layer of the D-RF. After the yaw angles have been estimated, pitch angles are estimated under condition of the estimated yaw angles. When the patches are sent down through all layers in the D-RF, sub-forests will be selected in the cascaded way using Eqs. (9) and (10). Finally, we can estimate 25 pair discrete angles in the D-L4 using composite weight voting as Eq. (11), i.e. 
\[
\begin{align*}
90^\circ &; 45^\circ &; 0^\circ &; -45^\circ &; -90^\circ \\
90^\circ &; 45^\circ &; 0^\circ &; -45^\circ &; -90^\circ \ldots
\end{align*}
\]

3. Experiments

In this section, the proposed D-RF for head pose estimation has been thoroughly evaluated with different quality images from three standard databases and our low resolution database collected from an overhead camera in a classroom. Moreover, some result examples of occluded images are given.

3.1. Head pose estimation in three standard databases

In this section, we compare results of some state of the art approaches with our approach using the Pointing’04 database [9], LFW database [27] and our lab database from a near camera (see Fig. 8). The Pointing’04 database consists of 2940 images with different poses and expressions. The LFW database consists of 5749 individual facial images. The images have been collected ‘in the wild’ and vary in poses, lighting conditions, resolutions, races, occlusions, and make-up. Our lab database has been collected using 20 different persons with different poses, expressions and occlusions, and the reference angles have been annotated using the method similar to LFW [27]. First, we divided the databases into a training set and a testing set. The training set consists of 2100 images from Pointing’04 database and 3000 images from LFW database. The testing set includes the rest of 840 images from Pointing’04 database, 1500 images from LFW database, and 200 images from our lab database.

Table 1
The final estimation accuracies (%) using D-RF in 25 head pose classes.

<table>
<thead>
<tr>
<th>Angle</th>
<th>90°</th>
<th>45°</th>
<th>0°</th>
<th>-45°</th>
<th>-90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>90°</td>
<td>75.6</td>
<td>61.0</td>
<td>74.1</td>
<td>62.5</td>
<td>77.4</td>
</tr>
<tr>
<td>45°</td>
<td>78</td>
<td>52.3</td>
<td>78.5</td>
<td>73.1</td>
<td>69.4</td>
</tr>
<tr>
<td>0°</td>
<td>80.6</td>
<td>75.2</td>
<td>81.9</td>
<td>83.7</td>
<td>70.6</td>
</tr>
<tr>
<td>-45°</td>
<td>78.4</td>
<td>66.0</td>
<td>81.1</td>
<td>78.8</td>
<td>79.2</td>
</tr>
<tr>
<td>-90°</td>
<td>76.2</td>
<td>58.8</td>
<td>78.5</td>
<td>60.3</td>
<td>75.7</td>
</tr>
</tbody>
</table>

Table 2
Comparison of the proposed algorithm with state-of-the-arts. The second and third columns show average estimated rates of yaw and pitch accuracies. The fourth column shows the mean error rates. And the last column shows the running time of these algorithms.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Yaw (%)</th>
<th>Pitch (%)</th>
<th>Mean error (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed algorithm</td>
<td>86.15</td>
<td>76.2</td>
<td>21.8</td>
<td>0.88995</td>
</tr>
<tr>
<td>ICPRAM [10]</td>
<td>83.52</td>
<td>71.83</td>
<td>23.4</td>
<td>0.98995</td>
</tr>
<tr>
<td>RF [19]</td>
<td>78.4</td>
<td>62.23</td>
<td>36.3</td>
<td>1.3685</td>
</tr>
<tr>
<td>SVM multi-class [16]</td>
<td>80.6</td>
<td>60.4</td>
<td>38.2</td>
<td>–</td>
</tr>
<tr>
<td>NN [14]</td>
<td>79.5</td>
<td>56.7</td>
<td>39</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3
Comparison of different features and methods.

<table>
<thead>
<tr>
<th>Feature Methods</th>
<th>PPC + CGT + CWV + GMM</th>
<th>No PPC</th>
<th>No CGT</th>
<th>No GMM</th>
<th>No CWV</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPC + CGT + CWV</td>
<td>76.2%</td>
<td>67.14%</td>
<td>68.37%</td>
<td>53%</td>
<td>71.3%</td>
</tr>
</tbody>
</table>
3.1. Training

For training the trees in the Pointing’04 and LFW database, we fixed some parameters as Fig. 9, e.g., the trees have a maximum depth of 15 and at each node we randomly generate 2000 splitting candidates and 25 thresholds. Other parameters including the number of patches extracted from each image (fixed to 200) and the patch’s size (30×30) are similar to [18]. Each tree grows based on a selected subset of 186 images in each sub-forest with Dirichlet distribution. 25 sub-forests in different layers of the D-RF have been trained independently. The plots in Fig. 9 show the performance of the algorithm when we varied the depth of each trees in D-RF, the number of trees in D-RF and the times of splitting candidates. One can see that the best performance occurred in the 2000 splitting candidates, 15 depth of the trees and over 60 trees trained for the D-RF.

3.1.2. Testing

In order to evaluate the proposed approach, we defined the evaluation protocol as the ratio of the number of correct estimated samples and the number of total testing images. Let \( Y_0, Y_1, Y_2, Y_3, Y_4 \) be the estimation accuracies of 5 yaw angles and \( P_0, P_1, P_2, \ldots \) be the estimation accuracies of the pitch angles under the correspondent yaw angle. \( Q(P_l|Y_i) \) denotes the final estimation accuracy in the last layer of the D-RF, which is defined as

\[
Q(P_l|Y_i) = \frac{(P_l, Y_i) \cdot P_l}{\sum_{j=1}^{n} (P_j, Y_i) \cdot P_j}
\]

(12)

Testing critical parameters include the RF parameters, the number of Dirichlet-tree layer \( L_i \), the adaptive GMM parameters and the confidence \( pf \) (0.25). Fig. 10 shows final estimation accuracies with different layers \( L_i \) of D-RF for 25 head pose estimation. None represents as using original RF to classify 25 head poses. While \( D-L_1 \sim D-L_4 \) represent that 1\sim 4 layers of the D-RF are devoted to classify 25 head poses. The accuracy of original RF reaches to 63.23%, and the proposed approach improves the accuracy with the introduction of the different layers of the Dirichlet-tree. The optimal estimation accuracy is 76.2% by using 4 layers of D-RF. Fig. 11 shows the impact of the value of confident \( pf \) on the average accuracy of estimated head poses. \( pf \) controlled the number of patches to vote in the D-RF. \( pf=0 \) means that all positive patches are allowed for voting. \( pf \geq 0.5 \) means too many patches are lost, which makes the mean error rate decline. In the case, we used \( pf=0.25 \) to control the number of patches to avoid the influence due to face deformation and large rotation angles.

In Fig. 12, we plot the voting distribution using RF and D-RF to estimate 25 head poses respectively. The graph’s horizontal axis represents head pose class distribution, and the vertical axis represents probabilistic values of voting in each head pose class. In Fig. 12(a), the left image shows the voting values with five yaw angles using RF and the right image shows the voting values with five pitch angles using RF. One can see that voting values in different angle classes of RF overlap about halfway to classify five pitch angles difficulty. Fig. 12(b) shows the estimation probabilistic voting distribution using D-RF. The left image in Fig. 12(b) shows the voting values with five yaw angles using D-RF, and the right image shows the voting values with five pitch angles using D-RF. One can see that voting values in different angle classes of D-RF overlap about halfway to classify five pitch angles difficulty. Note that the D-L4 includes 5 sub-forests to obtain pitch angle votes under the condition of 5 yaw angles. Only the voting distribution in the sub-forest (\( Yaw=90^\circ \)) is shown in Fig. 12(b) because it is most difficult to classify due to wide range pose variation. And probabilistic values of voting have a discriminative distribution with different pitch angles.

<table>
<thead>
<tr>
<th>pf</th>
<th>Yaw (%)</th>
<th>Pitch (%)</th>
<th>Missed (%)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>76.3</td>
<td>77.0</td>
<td>25.6</td>
<td>0.9047</td>
</tr>
<tr>
<td>0.125</td>
<td>80.2</td>
<td>77.6</td>
<td>23.5</td>
<td>0.8632</td>
</tr>
<tr>
<td>0.25</td>
<td>83.8</td>
<td>80.2</td>
<td>18.4</td>
<td>0.7514</td>
</tr>
<tr>
<td>0.5</td>
<td>72.0</td>
<td>73.6</td>
<td>29.6</td>
<td>0.6921</td>
</tr>
</tbody>
</table>

Fig. 13. The classroom database labeling using SMI.

Fig. 14. Sample images from our classroom database.
angles, as shown in Fig. 12(b). One can see that the D-RF have better discrimination capability than RF.

The final estimated results are shown in Table 1, which describes estimation accuracies in 25 class head pose areas. The average accuracy of the D-RF reached 76.2% by the proposed algorithm in the paper.

3.1.3. Comparison with state of the art

We extensively compared our proposed algorithm with other state of the art algorithms, i.e., standard random forests [19], our previous work in ICPRAM conference [10], SVM multi-class [16], neural networks [14]. We declare that the same training and testing sets from three databases are used in the following comparison experiments. The experiments have been conducted on a PC with Intel(R) Core(TM) i5-2400 CPU® 3.10 GHz.

The comparison of results is shown in Table 2, including successful accurate rate, mean error rate in yaw and pitch angles estimation. The computation time of related algorithms is shown in the last column of Table 2. The experimental methods on SVM multi-class and NN are quoted from their papers, whose final results provided accuracies rate of 60.4% and 56.7% respectively. The RF directly estimated 25 head poses in the horizontal and vertical directions simultaneously and provided a 62.23% accurate rate. Our proposed algorithm in the case outperformed the other algorithms. The estimated accuracy reached 76.2% and computation time is 0.88995 s. Thanks to the combined texture and geometric features and a composite voting method to delete the unwanted patches from face deformation and large rotation angle in unbalanced sample sets, the results of the proposed algorithm are better than the results in ICPRAM. And the computation time is saved because of less patches from a face area.

3.1.4. Results with different combinations of features and methods

Table 3 shows average accuracies obtained with the same databases using different combination features and methods, e.g., positive patch classification (PPC), combined geometric and texture features (GTF), the GMM prediction and composite weight voting (CWV). The first column shows the accuracy using all the
features and methods, the second column shows the accuracy without PPC, the third column shows the accuracy only using texture features rather than GTF, and the fourth column is the accuracy without GMM. The last column shows the results using average voting instead of using CWV. As shown in the table, using all the proposed features and methods performs better than the others.

3.2. Head pose estimation in the classroom database from an overhead camera

To evaluate our approach on the low resolution images, 58 students with 75 different head poses have been collected in a wide classroom from an overhead camera. The classroom database consists of 4350 images with various illuminations, expressions, low resolution and poses. In order to obtain the ground truth of head poses, all head pose parameters including orientation and position have been labeled using SMI Eye Tracking Glasses as in Fig. 13.

The classroom database contains head pose spanning from \(-90^\circ, 45^\circ\) to \(90^\circ, 0^\circ\) in horizontal direction, \(-45^\circ\) to \(90^\circ\) in vertical direction. The face size is about 70x80 pixels in the image, as shown in Fig. 14. 3000 images from the database are used for training in 15 class head poses and the rest 1350 are for testing. Each tree is grown by 225 images sampled from a subset. 15 sub-forests have been respectively trained in different layers, where each sub-forest consists of 10 trees.

The training and testing parameter selection is similar to Section 3.1. As shown in Table 4, one can see that accuracies in yaw and pitch orientations are related to the confidence \(pf\). \(pf=0\) means that all positive patches are allowed for voting. \(pf=0.5\) means too many patches are missing, which makes the accuracy decreased. In the case, we used \(pf=0.25\) to control the number of patches to avoid the influence due to face deformation and large rotation angles.

Some examples of successful estimation are given in Fig. 15, where the red words in the upper area in these images represent the estimated head pose classes and regression angles, the clearer results are written in the below of images. Our approach can robustly estimate head pose under some wide range pose various, lighting and low resolution.

Besides, some experiments have been compared with C-RF [12], NN [14], and SVM multi-class [16] on this low resolution database for 15 class head pose estimation. The average accuracies are 80.5% using the proposed approach in this paper, 72.3% using C-RF, 55.1% using SVM multi-class, and 59.5% using NN method. The accuracy rate per pose has been shown in Fig. 16. The horizontal axis \(x=1, 2, \ldots 15\) represents each head pose label similar to \((\theta_{yaw}, \theta_{pitch})\). The vertical axis represents the estimated accuracy per head pose. One can see that our method is more robust than the other popular methods on the low resolution images.

3.3. Results of the occluded face images

In addition, some experiments have been done in some occluded face images. We randomly add occluded blocks on the images from the databases. Some successful examples result on the occluded test images using the proposed approach are shown in Fig. 17. Where the red words in the upper area in these images represent the estimated head pose, the clearer results are written in the below of images. Fig. 18 shows the mean error, averaged over all head pose angles. The extent of missing data is measured as the percentage of the area covered by the face bounding area. From the plot, the proposed approach is robust to such missing reconstructions. Even when 50% of the face was occluding, we still obtained an average error below 30%.
4. Conclusions

In this paper, we propose a more robust and efficient approach based previous work for head pose estimation in the vertical and horizontal directions in unconstrained environment. First, positive/negative facial patches are extracted and classified to eliminate the influence of noise and occlusion. Then, the D-RF is proposed to estimate the head pose in a coarse-to-fine way. A more powerful combined texture and geometric features are proposed to train and test in the D-RF. Furthermore, multiple probabilistic models have been learned in leaves of the D-RF and a novel composite weighted voting method is introduced to improve the discrimination capability of the approach. The proposed approach has been evaluated with three standard datasets spanning from −90° to 90° in vertical and horizontal directions under various conditions, whose accuracy reaches 76.2% on 25 classes. The proposed approach has also been evaluated with low resolution data collected from an overhead camera in our classroom, the average accuracy rate reaches 80.5% with 15 classes. Experiment results show that the D-RF performs more accurate and efficient than those of the arts, and is more robust to the low quality and occluded images. In future work, we intend to use the head pose and facial feature point to recognize the visual attention of multi-students in a smart classroom in a real-time application. In future work, we intend to use the head pose and facial feature point to recognize the visual attention of multi-students in a smart classroom with the support of advanced massively parallel computing technologies [28, 29] in a real-time application.
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